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Building Embodied Autonomous Agents

In this talk I will show how we can design modular agents for 
visual navigation that can perform tasks specified by natural 
language instructions, perform efficient exploration and long-
term planning, build and utilize 3D semantic maps, while 
generalizing across domains and tasks. I will first introduce a 
novel framework, Self-supervised Embodied Active Learning 
(SEAL), which learns both action and perception in a fully self-
supervised manner by building and leveraging 3D semantic 
maps. I will show how SEAL can be used to close the action–
perception loop: By actively moving in training environments, 
agents improve the object detection and instance 
segmentation performance of a pretrained perception model; 
in turn, the improved perception enhances performance on 
object-goal navigation tasks. Next, I will present a new 
approach to Embodied Instruction Following, which uses 
structured representations to construct a semantic map of the 
scene and perform exploration guided by a semantic search 
policy. I will demonstrate that incorporating explicit spatial 
memory and semantic search provides stronger and more 
general representations for state tracking and goal-directed 
behavior, even without expert trajectories or low-level 
instructions.

4:30 p.m. Registration | Cleary Alumni & Friends Center | UWL Campus
5 p.m. KEYNOTE

Towards Internet-Scale Training for Multimodal AI Agents
The rapid progress of Large Language Models (LLMs) has 
opened the door to building language-guided agents that can 
carry out complex, multi-step tasks on behalf of users, much 
like human assistants. Developing agents that can perceive, 
plan, and act autonomously has long been a central goal of 
artificial intelligence research. In this talk, I will introduce 
multimodal AI agents capable of planning, reasoning, and 
executing actions on the web. These agents not only 
comprehend text but can also navigate and interact effectively 
in visual environments. I will present VisualWebArena, a novel 
framework for evaluating multimodal autonomous language 
agents, and describe an inference-time search algorithm that 
enables agents to explicitly explore and perform multi-step 
planning in interactive web settings. Finally, I will demonstrate 
how we can build an automated data pipeline for Internet-
scale training of such agents. This pipeline generates web 
navigation tasks across 150,000 live websites, executes LLM 
agents on them, and automatically evaluates their success.
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